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The European Data Protection Supervisor (EDPS) is an independent institution of the EU, 
responsible under Article 41.2 of Regulation 45/2001 ‘With respect to the processing of 
personal data… for ensuring that the fundamental rights and freedoms of natural persons, 
and in particular their right to privacy, are respected by the Community institutions and 
bodies’, and ‘…for advising Community institutions and bodies and data subjects on all 
matters concerning the processing of personal data’. He was appointed in December 2014 
together with Assistant Supervisor with the specific remit of being more constructive and 
proactive. The EDPS published in March 2015 a five-year strategy setting out how he 
intends to implement this remit, and to be accountable for doing so. 
 
This Opinion follows on from the EDPS’s previous Opinion on the General Data Protection 
Regulation which aimed to assist the main institutions of the EU in reaching the right 
consensus on workable, future-oriented set of rules which bolsters the rights and freedoms 
of the individual. Like the Opinion on Mobile Health in early 2015, it addresses the 
challenge of data protection to ‘go digital’ - the third objective of the EDPS Strategy –
‘customising existing data protection principles to fit the global digital arena', also in the 
light of the EU‘s plans for the Digital Single Market. It is consistent with the approach of 
the Article 29 Working Party on data protection aspects of the use of new technologies, 
such as the ´Internet of Things´, to which the EDPS contributed as a full member of the 
group. 
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‘Human dignity is inviolable. It must be respected and protected.’ 

Article 1, EU Charter of Fundamental Rights 

The fundamental rights to privacy and to the protection of personal data have become 

more important for the protection of human dignity than ever before. They are enshrined 

in the EU Treaties and in the EU Charter of Fundamental Rights. They enable individuals to 

develop their own personalities, to lead independent lives, to innovate and to exercise other 

rights and freedoms. The data protection principles defined in the EU Charter -necessity, 

proportionality, fairness, data minimisation, purpose limitation, consent and transparency- 

apply to data processing in its entirety, to collection as well as to use. 

Technology should not dictate values and rights, but neither should their relationship be 

reduced to a false dichotomy. The digital revolution promises benefits for health, the 

environment, international development and economic efficiency. Under the EU's plans for a 

digital single market, cloud computing, the ‘Internet of Things’, big data and other 

technologies are considered key to competitiveness and growth. Business models are 

exploiting new capabilities for the massive collection, instantaneous transmission, 

combination and reuse of personal information for unforeseen purposes, and justified by long 

and impenetrable privacy policies. This has placed the principles of data protection under 

new strains, which calls for fresh thinking on how they are applied. 

In today's digital environment, adherence to the law is not enough; we have to consider 

the ethical dimension of data processing. The EU's regulatory framework already allows 

room for flexible, case-by-case, decisions and safeguards when handling personal 

information. The reform of the regulatory framework will be a good step forward. But there 

are deeper questions as to the impact of trends in data driven society on dignity, individual 

freedom and the functioning of democracy.  

These issues have engineering, philosophical, legal and moral implications. This Opinion 

highlights some major technology trends which may involve unacceptable processing of 

personal information or may interfere with the right to privacy. It outlines a four-tier ‘big data 

protection ecosystem’ to respond to the digital challenge: a collective effort, underpinned by 

ethical considerations. 

(1) Future-oriented regulation of data processing and respect for the rights to privacy and 

to data protection. 

(2) Accountable controllers who determine personal information processing. 

(3) Privacy conscious engineering and design of data processing products and services.  

(4) Empowered individuals.  

The European Data Protection Supervisor wants to stimulate an open and informed 

discussion in and outside the EU, involving civil society, designers, companies, academics, 

public authorities and regulators. The new EU data protection ethics board we will establish 

at the EDPS will help define a new digital ethics, allowing to realise better the benefits of 

technology for society and the economy in ways which reinforce the rights and freedoms of 

individuals.  
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1.  Data everywhere: Trends, opportunities and challenges 

Ever-increasing amounts of personal information are being collected and processed in 

increasingly opaque and complex ways. With the progressive deployment of computers in 

businesses and public administrations in the 1980s, there was a widespread perception that 

the practices of powerful governments and corporations in processing personal data was 

reducing individuals to the status of mere data subjects, threatening fundamental rights and 

freedoms. What distinguishes the current wave of integrated information and communication 

technology is its ubiquity and power. 

Last year it was reported that there were more connected devices on the planet than people
1
. 

Increases in processor capacity
2
, storage and transmission bandwidth mean that there are 

progressively fewer technical constraints on processing of personal information. The ‘Internet 

of Things’ and big data analytics are expected to converge with artificial intelligence, natural 

language processing and biometric systems to empower applications with machine-learning 

ability for advanced intelligence. Governments and companies are able to move beyond 'data 

mining' to ‘reality mining’, which penetrates everyday experience, communication and even 

thought
3
. As society adjusts to the demands of the digital marketplace, there are now renewed 

efforts to teach programming to young children
4
. Harnessing these trends in a sector where 

the EU is a leading consumer but laggard in service provision, is a recurring theme in the 

Commission's Digital Single Market strategy
5
.  

These trends and many of the concepts used today, despite their currency, are vague and 

overlapping. To help stimulate a debate, we wish to highlight specific trends which -though 

obviously not exhaustive in our view raise the most important ethical and practical questions 

for the application of data protection principles.  

1.1  Big data  

‘Big data’
6 

refers to the practice of combining huge volumes of diversely sourced information 

and analysing them, often using self-learning algorithms to inform decisions. This 

information is not always personal: data generated by sensors for monitoring natural or 

atmospheric phenomena like the weather or pollution, or for monitoring technical aspects of 

manufacturing processes, do not relate to ‘an identified or identifiable natural person’
7
. But 

one of the greatest values of big data for businesses and governments is derived from the 

monitoring of human behaviour, collectively and individually, and resides in its predictive 

potential
8
.  

One result is the emergence of a revenue model for Internet companies relying on tracking 

online activity to optimise the economic value of transactions to service providers, not only in 

targeted advertising but also in the conditions and rates of insurance policies, loans and other 

contractual relationships. In the competitive market for users' attention, most people are 

unaware of the broad extent of this tracking
9
. Such ‘big data’ should be considered personal 

even where anonymisation techniques have been applied: it is becoming ever easier to infer a 

person's identity by combining allegedly ‘anonymous’ data with other datasets including 

publicly available information for example on social media
10

. Where that data is traded 

especially across borders and jurisdictions, accountability for processing the information 

becomes nebulous and difficult to ascertain or enforce under data protection law, particularly 

in the absence of any international standards. 

 



7 | P a g e  

 

 

1.2  ‘Internet of Things’  

Many Internet-connected devices are already commonplace, like smartphones, tablets and 

machines for dispensing cash and for flight check-ins. By 2020 connectivity is predicted to 

become a standard feature, with 25 billion connected objects (compared to 4.8 billion in 

2015) ranging from telemedicine to vehicles, from smart meters to a whole range of new 

stationary and mobile devices for enabling smart cities
11

.  

These sensors will provide immediate and granular information which statistical offices and 

surveys cannot reach today, but which is not necessarily more accurate and may even be 

potentially misleading
12

. The estimated 1.8 bn automotive machine-to-machine connections 

by 2022 could reduce accidents and pollution, increase productivity and the autonomy of the 

elderly and the disabled
13

. ‘Wearables’, like clothes and watches will process personal 

information like other connected devices. They will be able to detect blood clots and to 

monitor fitness and wound healing; connected fabrics could protect against extreme 

environments, in firefighting for example. These devices will upload personal data directly 

into cloud storage, linked to social networks and potentially broadcast publicly, enabling 

identification of users and tracking of the behaviour and movements of individuals and 

crowds
14

.  

How this information is handled could affect the privacy not only of the users of the devices, 

including where used in the workplace, but also the rights of others who are observed and 

recorded by the device. While there is little evidence of actual discrimination, it is clear that 

the huge volume of personal information collected by the ‘Internet of Things’ is of great 

interest as a means for maximising revenue through more personalised pricing according to 

tracked behaviour, particularly in the health insurance sector
15

. Other domain-specific rules 

will also be challenged, for example where devices involving processing of health data are 

not be technically categorised as medical devices and fall outside the scope of regulation
16

. 

1.3  Ambient computing  

Ambient or invisible computing refers to a key technology underlying the ‘Internet of 

Things’. One of its most obvious applications is ‘smart homes’ and ‘smart offices’ composed 

of devices with built-in sophisticated information processing capacity, which promise greater 

energy efficiency and more informed individuals able to influence their consumption 

remotely (though it would depend on the independence of the resident from the landlord or 

building manager). It will need to be clear who is responsible for the purpose and means of 

processing of the personal data involved in ambient computing applications, not only for 

protecting individuals' fundamental rights but also for appropriate allocation of liability for 

ensuring respect for overall system security requirements. 

1.4  Cloud computing 

Cloud computing is known as a central enabling technology both for the advanced analytics 

and mining capabilities, big data collection and analytics, and the flood of data from the 

‘Internet of Things’, currently used by about a fifth of individuals and businesses in the EU
17

. 

It enables the concentration of data from the myriad ‘Internet of Things’ devices and relies on 

the availability and connectivity of enormous volumes of data in large-scale storage and 

processing facilities around the world
18

. Wider adoption of cloud computing
19

 by private and 

public sectors is estimated potentially to add a total of €449 bn to the EU28 GDP (0.71% of 

total EU GDP).  
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Control over personal information is often shared between the customer and the cloud service 

provider and the responsibility for data protection obligations is not always clear. This might 

mean that insufficient protection is provided in practice. These obligations are irrespective of 

the physical location of the data storage. Moreover, even though only a background 

technology supporting the business applications, cloud computing infrastructure itself may 

become a critical infrastructure and increase the imbalances in market power, with 30% of 

businesses recently claiming difficulty in unsubscribing or changing providers
20

. 

1.5  Personal data-dependent business models  

These technologies have enabled new business models which rely on information not only 

generated from service provision but also from other sources like social media presence to 

assess risk and creditworthiness and maximise revenue. A prominent business model today is 

represented by platforms which link sellers and buyers, enabling the sharing and 

redistribution of products, services, skills and assets. Often referred to as the ‘sharing 

economy’, ‘collaborative consumption’ or online and mobile peer-to-peer business 

platforms,
21

 these platforms may offer classic economic efficiencies, inject competitiveness 

into markets and reduce waste. Their global value is estimated to quadruple in value from $26 

to $110 billion in coming years
22

. Such data-driven business models are already generating 

enormous revenues in car sharing and home rentals and in financial technology and social 

lending. Surveys indicate that consumers appreciate their apparent greater affordability and 

convenience
23

. 

The currency of such platforms is typically user reputation, peer reviews and identity 

verification. This potentially may be seen as enhancing transparency and accountability, but 

not necessarily in relation to the platform provider itself. Large players in these markets have 

been criticised for allegedly withholding reputational data from the very individual users to 

whom the information relates. There is a huge risk that individuals could be excluded from 

services on the basis of reputations based on inaccurate data which they cannot challenge or 

request to be deleted. The reliance on data from multiple sources also calls into question the 

principle in EU law of data minimisation. The extent of the future impact on individuals and 

society of these and future technology-enabled business models merits careful reflection
24

. 

1.6  Drones and autonomous vehicles 

Drones, or semi-autonomous aircraft, currently serve mainly military purposes, but are 

increasingly used for purposes of surveillance, mapping, transportation, logistics and public 

security, such as containing wildfires
25

. Photographs, videos and other personal data collected 

by drones can be exchanged over telecommunications networks. Their use risks serious 

interference with privacy and a chilling effect on freedom of expression. The question arises 

how their design and use can be effectively regulated so that data subjects can exercise their 

rights to access data captured by these machines.  

On the ground, autonomous vehicles or driverless cars will change the way individual travel 

is used and organised, and may blur the difference between private and public transport. It is 

estimated that there will be 12 million fully autonomous and 18 million partly autonomous 

vehicles by 2035, with Europe among the early adopters
26

. The algorithms steering the cars 

will govern decisions which may directly concern the physical integrity and even life or death 

of individuals, for example in the choice programmed in the event of an unavoidable impact. 

As well as the obvious need for clarity on who is responsible and liable for data control and 

data security, these applications raise a number of ethical questions. 
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1.7  Trends with a potentially larger, longer-term impact 

3D bioprinting of organic items, which uses copies of patients cells and collagen ‘bio 

bandages’ (that is, sensitive data under EU law) to lay down successive rows of living cells, 

is estimated to become soon readily available
27

. It would ease supply of customised human 

anatomical parts and be particularly valuable in poorer and post-conflict areas of the world. 

Bioprinting raises obvious questions for medical ethics, safeguarding of intellectual property 

and consumer protection but also, as it relies on the processing of intimate and sensitive data 

concerning individuals health, for the application of the data protection rules.  

Artificial intelligence, like robotics, refers to a technological requirement for autonomous 

machines both stationary and mobile. Their advancement will offer immense potential 

beyond their current application. Deep learning computers teach themselves tasks by 

crunching large data sets using (among other things) neural networks that appear to emulate 

the brain. Researchers and companies are aiming to improve unsupervised learning. Already 

algorithms can understand and translate languages, recognise images, write news articles and 

analyse medical data
28

. Social media supply vast amounts of personal information effectively 

pre-labelled by individuals themselves. This may be the latest in a line of cognitive 

enhancements to augment ability of the human brain, like paper or the abacus or integrated 

into autonomous machines, robots, but now is the moment to consider the wider ramifications 

for individuals and society
29

.  

2.  A big data protection ecosystem 

The EU now has the opportunity to lead the way in demonstrating how governments, 

regulators, controllers, designers, developers and individuals can better act together to 

reinforce rights and to steer, not to block, technological innovation. The trends described in 

section two have, according to one commentator, ‘widened the gap between what is possible 

and what is legally allowed’
30

. Contrary to some claims, privacy and data protection are a 

platform for a sustainable and dynamic digital environment, not an obstacle. Independent data 

protection authorities like the EDPS have a key role in dispelling such myths and responding 

to individuals’ genuine concerns of loss of control over their personal information
31

.  

The next generation of personal data is likely to be even less accessible to the individuals to 

whom it relates. Responsibility for shaping a sustainable digital single market is necessarily 

dispersed, but it is also interdependent, like an ecosystem, requiring effective interaction 

between developers, businesses and regulators in the interests of the individual. In this 

section we outline the contribution that these four essential players can bring. 

2.1  Future-oriented regulation 

We recently urged the EU to seize its historic opportunity to put in place simpler rules for 

handling personal information which will stay relevant for a generation
32

. Negotiations on the 

General Data Protection Regulation and the directive for data protection in the police and 

judicial sectors are in the final stages, and attention will soon turn to the future of the e-

Privacy Directive on electronic communications and the new Regulation governing how EU 

institutions and bodies themselves process personal data. With the economic cost of 

collecting and storing data close to negligible, it will fall to data protection authorities  to 

enforce these rules consistently to avoid the ‘moral hazard’ of excessive data processing
33

. 

The Digital Single Market strategy recognises the link between the control of large volumes 

of data and market power. It shares the conviction, expressed in our 2014 preliminary 
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Opinion on ‘Privacy and Competitiveness in the Age of Big Data’, of the need for more 

coherence among regulators. The EU already has the tools for redressing the power 

imbalances in the digital market: for example the European Commission's ongoing antitrust 

proceedings are an acknowledgement of the predominance of mobile devices for accessing 

the Internet. More holistic enforcement is possible within the existing legal framework, such 

as through an EU clearing house for supervisory authorities to consider whether individual 

cases may raise questions of compliance with competition, consumer and data protection 

rules. For example:  

 Requiring greater transparency of the price - cash or otherwise - for a service, can 

inform and facilitate the analysis of competition cases
34

, and 

 Detecting unfair price discrimination on the basis of poor data quality and unfair 

profiling and correlations
35

.  

Closer dialogue between regulators from different sectors could lead to a response to growing 

calls for global partnerships which can create a ‘commons’ of open data where data and 

ideas, such as statistics and maps, can flow and be available and exchanged in the public 

interest, with less risk of surveillance, to give individuals more influence over decisions 

which affect them
36

. 

2.2  Accountable controllers  

Accountability requires putting in place internal policies and control systems that ensure 

compliance and provide relevant evidence in particular to independent supervisory 

authorities. 

We have argued for eliminating bureaucracy in data protection law, by minimising the 

requirements for unnecessary documentation to maximise room for more responsible 

initiative by businesses, supported by guidance from data protection authorities. The principle 

that personal data should be processed only in ways compatible with the specific purpose(s) 

for which they were collected is essential to respecting individuals’ legitimate expectations. 

For example, codes of conduct, audits, certification, audits and a new generation of 

contractual clauses and binding corporate rules can help build a robust trust in the digital 

market. Those responsible for handing personal information should be much more dynamic 

and proactive and move away from the so-called ‘Black Box’ tendency of secrecy and 

opacity of business practices while demanding ever more transparency of customers
37

.  

2.3  Privacy-conscious engineering 

Human innovation has always been the product of activities by specific social groups and 

specific contexts, usually reflecting the societal norms of the time
38

. However technological 

design decisions should not dictate our societal interactions and the structure of our 

communities, but rather should support our values and fundamental rights.  

The EU should develop and promote engineering techniques and methodologies that permit 

implementing data processing technologies to fully respect the dignity and rights of the 

individual. Systems and software engineers need to understand and better apply the principles 

of privacy-by-design in new products and services across design phases and technologies. 

Accountability needs to be supported by greater research and development into methods and 

tools for ensuring accurate audits and for determining the compliance of controllers and 
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processors with the rules, such as by ‘tagging’ every unit of personal data with ‘metadata’ 

that describing data protection requirements. 

Engineering solutions should empower individuals who wish to preserve their privacy and 

freedom through anonymity. The EU should promote the design and implementation of 

algorithms that conceal identities and aggregate data in order to protect the individual at the 

same time as harnessing the predictive power of the data
39

. 

We must today lay the foundation for addressing these tasks by bringing together developers 

and data protection experts from different areas in broad networks, such as the Internet 

Privacy Engineering Network (IPEN), which contribute to a fruitful inter-disciplinary 

exchange of ideas and approaches. 

2.4  Empowered individuals  

A ‘prosumer’ environment 

Individuals are not merely passive objects who require protection of the law against 

exploitation. The digital trends described above present positive opportunities for 

strengthening the role of the individual. For example, people now produce as well as 

consume content and services, and increasingly may be considered jointly responsible with 

service providers for processing personal data, unless it is for purely 'household' purposes
40

 

(the concept of ‘prosumers’ has emerged to describe this development
41

). Meanwhile, virtual 

currencies offer users anonymity and the bypassing of third party verification of transactions, 

and so lower transaction costs in paying for goods and services across borders. On the other 

hand, the anonymity and cross-jurisdictional (or, it might be argued, a-jurisdictional) nature 

of these virtual currencies leave individuals vulnerable to fraud and criminal markets which 

are hard to detect and investigate. Aside from the duties of regulators, businesses and 

engineers, citizens too have a responsibility to be aware, alert, critical and informed when 

making choices on- as well as offline
42

. 

Consent 

Moreover, contrary to traditional thinking, not all human behaviour can be explained by 

economic principles which assume that human beings are entirely rational and sensitive to 

economic incentives
43

. This is relevant to the future role of consent by the individual to the 

processing of personal information about him or him. Under EU law, consent is not the only 

legitimate basis for most processing. Even where consent plays an important role, it does not 

absolve controllers from their accountability for what they do with the data, especially where 

a generalised consent to processing for a broad range of purposes has been obtained.  

Control and data ‘ownership’  

Individuals must be able to challenge mistakes and unfair biases arising from the logic used 

by algorithms to determine assumptions and predictions. By way of illustration, in the US a 

study of almost 3,000 credit reports belonging to 1,000 consumers and found that 26 percent 

had ‘material’ errors problems serious enough to affect the consumers' credit scores and the 

therefore the cost of obtaining credit
44

.  

Data is often considered a resource, like oil, to be traded, ideally by equally well informed 

parties to the transaction
45

. Customers are not fairly compensated for their personal 

information which is traded, and some have argued in favour of a data ownership model. 
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Absolute control over personal data is however difficult to guarantee - there will be other 

concerns such as public interest and the rights and freedoms of others. Control is necessary 

but not sufficient
46

. However human dignity is always a constant, and under EU law, the 

analogy of ownership cannot be applied as such to personal information, which has an 

intrinsic link to individual personalities. There is no provision in EU data protection law for 

an individual to waive this fundamental right.  

One alternative method for giving individuals better control over their data, who can access 

and for what purpose, could be the use of personal data stores or ‘data vaults’
47

. The concept 

of such a ‘personal store’ requires security mechanisms that ensure that only those entities 

authorised by the data subject can access the data and only those parts for which they are 

authorised. Personal data stores would be most effective where they concern current and 

constantly updated information, such as geospatial data or signs of life. Beyond the technical 

safeguards, data users would be obliged to respect the rules about data sharing and use. 

Competition and the possibility to change the service one is using is the single most effective 

power of a consumer to influence the market of services available to them. Ensuring the 

portability of connections, including identifiers and contact information, has proven to be a 

powerful enabler for competition and has effectively reduced consumer prices when the 

telecoms market was liberalised. Data portability, that is the factual and practical possibility 

to transfer most of one's own data from one service provider to another, is an effective 

starting point for creating the conditions for true consumer choice. 

3.  Dignity at the heart of a new digital ethics 

An ethical framework needs to underpin the building blocks of this digital ecosystem. The 

EDPS considers that better respect for, and the safeguarding of, human dignity could be the 

counterweight to the pervasive surveillance and asymmetry of power which now confronts 

the individual. It should be at the heart of a new digital ethics.  

3.1  Dignity and data 

In the wake of the industrial revolution of the 18th and 19th centuries, the human rights 

movement sought to secure the wider social good by reducing obstacles to respect for the 

individual. The EU has now, with the Charter of Fundamental Rights, and following the 

Universal Declaration of Human Rights and the European Convention of Human Rights, 

taken as its starting point the inviolability of human dignity. The dignity of the human person 

is not only a fundamental right in itself but also is a foundation for subsequent freedoms and 

rights, including the rights to privacy and to the protection of personal data
48

. Violations of 

dignity may include objectification, where a person is treated as a tool serving someone else's 

purposes
49

. Privacy is an integral part of human dignity, and the right to data protection was 

originally conceived in the 1970s and 80s as a way of compensating the potential for the 

erosion of privacy and dignity through large scale personal data processing.  In Germany the 

right to ‘informational self-determination’ was based on the rights to personal dignity and to 

free development of the personality laid down in Articles 1 and 2 of the German 

Constitution
50

. 

However in the early 21
st
 century, individuals are increasingly required to disclose much 

more personal information over the Internet in order to participate in social, administrative 

and commercial affairs, with ever more limited scope for opting out. With all activity 

potentially always online, the notion of free and informed consent is placed under enormous 

strain. ‘Digital breadcrumbs’ are dropped every minute and combined to classify individuals 
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in real time to create multiple and at times contradictory profiles. These profiles can be 

circulated in microseconds without individuals' knowledge, and used as the basis for 

important decisions affecting them. 

Profiles used to predict people's behaviour risk stigmatisation, reinforcing existing 

stereotypes, social and cultural segregation and exclusion
51

, with such ‘collective 

intelligence’ subverting individual choice and equal opportunities. Such ‘filter bubbles’ or 

‘personal echo-chambers’ could end up stifling the very creativity, innovation and freedoms 

of expression and association which have enabled digital technologies to flourish.  

Meanwhile a continued state of exception on grounds of ‘security’ is used to justify the 

multiple layering of intrusive techniques for monitoring individuals' activity
52

. Understanding 

this ‘surveillance ratchet’ requires a longer term perspective on the overall effects on society 

and behaviour.  

Along with third countries, the EU needs to look hard at how to ensure these values not 

merely respected on paper while in effect being neutralised in cyberspace. The EU in 

particular now has a ‘critical window’ before mass adoption of these technologies to build the 

values into digital structures which will define our society
53

. This requires a new assessment 

of whether the potential benefits of the new technologies really depend on the collection and 

analysis of the personally-identifiable information of billions of individuals. Such an 

assessment could challenge developers to design products which depersonalise in real time 

huge volumes of unorganised information making it harder or impossible to single out an 

individual. 

We already recognise that certain data processing, genetic data for example, must not only be 

regulated but also subject to evaluation of wider societal concerns by for instance ethics 

committees. By their very nature, genetic data relate not only to one individual, but also to 

their ancestry and offspring. Genetic data not only serve to identify family relationships, but 

elements found in the genes of one individual can also provide information about their 

parents and children, and lead to decisions by controllers which influence their chances in life 

even before their birth. The potential concentration of genetic personal data in the hands of a 

few giant market players has implications for market economies as well as data subjects. A 

growing dependence on a global system of collection and analysis of a constant flow of data 

could make society and economy more vulnerable to unprecedented security flaws and 

malicious attacks. 

The existing framework could fail if we do not approach the future with innovative thinking. 

There is an increasing demand and need to consider the data subject as an individual not 

simply as a consumer or user. Truly independent data protection authorities have a crucial 

role in preventing a future where individuals are determined by algorithms and their 

continuous variations. They need to be equipped to exercise a ‘duty of care’ towards 

individuals and their dignity online. Traditional privacy and data protection concepts and 

principles already contained ethical nuances for the protection of dignity, such as 

employment and health. But today's trends have opened an entirely new chapter, and there is 

a need to explore whether the principles are robust enough for the digital age
54

. The notion of 

personal data itself is likely to change radically as technology increasingly allows individuals 

to be re-identified from supposedly anonymous data. In addition, machine learning and the 

merging of human and artificial intelligence will undermine concepts of the individual's 

rights and responsibility.  



14 | P a g e  

 

 

3.2  A European Ethics Advisory Board  

This is not to paint an alarmist picture of dystopia. Discussions are already ongoing in the 

legal, political, economic, social, scientific and even religious spheres
55

. Simplistic 

approaches that give unilateral advantage to economic profit or surveillance for security are 

probably no more useful than overly restrictive application of existing laws that stifle 

innovation and progress. The EDPS therefore proposes a thorough, broad and 

multidisciplinary analysis to provide recommendations and inform societal debate on how a 

free, democratic society should meet the technological challenge. 

The EDPS Strategy 
56

 committed to developing an ethical approach to data protection which 

recognised that ‘feasible, useful or profitable does not equal sustainable’ and which stressed 

‘accountability over mechanical compliance with the letter of the law’. We intend to reach 

out beyond the community of EU officials, lawyers and IT specialists towards eminent 

persons who are equipped to judge the medium to long-term implications of technological 

change and regulatory responses. In the coming months, we will establish at our independent 

institution an external advisory group on the ethical dimension of data protection to explore 

the relationships between human rights, technology, markets and business models in the 21
st
 

century.  

Our Ethics Advisory Board will be composed of a select group of distinguished persons from 

the fields of ethics and philosophy, sociology, psychology, technology and economics, 

supported as required by additional experts with knowledge and expertise in areas like health, 

transport and energy, social interaction and media, economy and finance, governance and 

democracy and security and policing. They will be invited to consider the wider ethical 

implications of how personal data is conceived and used, with maximum transparency given 

to their deliberations.  

4.  Conclusion: Time to deepen the discussion 

Privacy and data protection are part of the solution, not the problem. For the time being, 

technology is controlled by humans. It is not easy to classify neatly these potential 

developments as good or bad, desirable or harmful, advantageous or detrimental, even less so 

when a number of potential trends have to be seen in context. Policy makers, technology 

developers, business developers and all of us must seriously consider if and how we want to 

influence the development of technology and its application. But equally important is that the 

EU consider urgently the ethics and the place for human dignity in the technologies of the 

future.  

Data protection principles have proven capable of safeguarding individuals and their privacy 

from the risks of irresponsible data processing. But today's trends may require a completely 

fresh approach. So we are opening a new debate to what extent the application of the 

principles such as fairness and legitimacy is sufficient. The data protection community can 

play a new role using existing tools like prior checks and authorisations - because no other 

bodies are equipped to scrutinise such data processing. With technology, global innovation 

and human connectedness developing at breakneck speed, we have an opportunity to attract 

attention, to trigger interest and to build a consensus.  
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With this Opinion we hope to provide a framework for a wider and deeper discussion on how 

the EU can ensure the integrity of its values at the same time as it embraces the benefits of 

the new technologies. 

 

Done in Brussels, 11 September 2015 

(signed) 

Giovanni BUTTARELLI 

European Data Protection Supervisor 
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